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大家早上好。欢迎回来。我想在讲座的一开始简单谈谈评估的问题，因为我不知道你们是否知道，截止日期还有两周多一点。我想，截止日期是 12 月 7 日，也就是两周零两天，不过我强烈建议你们尽量早一点提交。你们应该还记得，上次在我的截止日期那天，我们正好遇到了交稿中断的情况，那真是天时地利人和，让我们所有人都有点惊慌失措。所以你也会知道，如果发生这种全校范围的中断，只要你继续努力提交，就不会被扣分。话虽如此，但我相信，如果你受到了影响，你也会有点呀，如果不发生点什么，你就会陷入恐慌状态。所以，我建议大家尽量早点提交，这样如果再发生什么事情，你就可以坐下来放松一下，享受节目了。当你想到考试或类似的事情时，你现在有什么关于评估的问题想提出来吗？你在做评估吗？请告诉我你在做。好的，你已经开始了。你并不是完全没有开始。那就好很好 非常好 That's good.That's very good.因此，鉴于评估确实允许你种。使用任何你认为适合任务的方法显然，随着我们课程的深入。你可能会想，好吧，我会等到我们在课堂上讲到支持向量机或决策树什么的，然后再真正尝试应用它们。所以，我并不指望你已经完成了，但我强烈建议你尽量开始写起来，并进行总结，因为这样会在最后给你留出一点时间。考试中有什么问题吗？我记得上次你有几个相关的问题。你有机会再考虑一下吗？有啊是这样吗？幻灯片、推荐读物和幻灯片的内容略有不同，因为在幻灯片中，我们有更多关于分布和一切的内容，但推荐读物在技术上并没有谈及太多。因此，这两者之间是有区别的。还有什么是我们应该了解的？我们还有其他地方需要了解吗？有一般来说，我们在课堂上讨论的内容我告诉你的，或者你告诉对方的，或者我们在幻灯片上看到的，然后阅读大多是补充。因此，它是一种添加更多的深度和更多的理解。因此，有时阅读会给你带来一些不同的视角，或者是复述，如果没有，如果阅读中没有涉及，但你对我们讨论的内容有了一定的理解，你就不必再去寻找额外的阅读材料，如果我没有建议的话。尽管如此，如果对你有帮助，你显然可以进行额外的阅读。举例来说，当我们谈到分布的时候，你可能会很自然地选择教科书。相反，如果你觉得你想复习一下的话。好的还需要什么吗？还有输出结果还有问题吗？还有还是更多的只是理论？是的所以是基于理论的。基本上，课程的编码部分是通过小组作业来评估的，然后理论部分是通过考试来评估的。满意吗？差不多吧我听说你在谈论更多的课程作业。还有更多截止日期吗？什么时候？前一周有两个还有两个一样的哦，天哪。所以这是非常紧张的。是吗？是的，我能想象我认为这类课程的问题在于 我们试图教授大量的材料 然后很明显我们有一个结束阶段 在那里我们实际评估所有我们教过的东西是的，我能想象。这是非常紧张的。我在读硕士时也遇到过同样的问题。我们实际上是分块教学。这是完全不同的故事。我们先上一堂课，然后下一堂课，再下一堂课。所以两周只上一堂课，但最后还是要考试。所以，你必须在最后复习所有的材料，以应付考试。所以这是一个不同的挑战。我觉得我们现在的这种结构对大多数人来说更好一些，因为它能让一切都保持新鲜感。好了，我们可以开始了吗？上周第九周，我们讨论了决策树。你应该还记得，我们讨论了决策树在回归和分类问题上的应用。你还会记得，决策树的原理基本上就是建立一个决策结构。因此，你要从最顶端的某个地方开始，然后制定这些逐步的二进制分割标准，决定你的样本应该位于决策树的哪一边，然后使用你的训练数据构建一棵树，然后基本上将测试数据贯穿整棵树，并决定特定的测试数据样本会发生什么。这可能是分类，也可能是回归。你还记得我们说过，决策树本身往往不是超级准确。因此，它们可能会趋于过拟合。它们本身的准确率往往不会太高。但我们可以采取一些措施来提高它们的准确性。最值得注意的是，我们讨论过袋装法。这就是整个引导聚合，或者我喜欢把它叫做，把很多袋子扔到树上摇一摇。我们还有助推法。这是使用残差的想法。因此，基本上我们的树没有研究到的所有空间，都可以用来训练小型的迷你树，然后将它们连接到整个模型中。我们还谈到了随机森林，其理念是我们引入额外的随机化，而不仅仅是我们所有的树。因此，我们种植了很多不同的树。它们是随机的，但我们也限制了这些树的生长方式。具体来说，我们限制了这些树在每次分裂时可以使用的变量数量。这种增加的随机性和对每一棵树增加的压力，使得随机森林在一般情况下成为相当流行、相当强大的分类器和预测模型。因此，随机森林非常流行。在今天的讲座中，我们将研究另一种技术，这种技术也非常流行，因为在很多不同的问题上，它也被证明是一种令人惊讶的强大预测工具。因此，我们今天将讨论支持向量机。支持向量机是机器学习中非常有趣的一部分。当我们谈到支持向量机的实际工作原理时，你会发现支持向量机基本上来自优化领域，比机器学习的很多其他领域都要强。因此，我们会讨论很多机器学习的内容，比如决策树等等。它们给人的感觉非常直观。所以，在机器学习中，我们并不关心它为什么能成功，它就是能成功。所以我们对此很满意，对吧？支持向量机真正采取的是优化方法。因此，它给人的感觉更像是回归的概念。也许就是我们之前在课程中提到的。根据我的经验，SVM 在涉足机器学习的数学家中很受欢迎。因此，我们将讨论最大边际分类器和优化这些分类器。然后，我们将进一步讨论这些分类器是如何通过几个不同的步骤发展成为支持向量机的。这个想法是在计算机科学界形成的。它是几年前提出的。因此，实际上它是一种较早的技术，我们可以追溯到 20 世纪 90 年代，这也是为什么我们要把蜂群优化作为重点的原因。但这些技术越来越受欢迎，所以它们在过去和过去的日子里相当流行，但现在它们的发展势头更猛，变得越来越受欢迎。因此，在很多论文中，如果你查阅文献，实际上都有一个比较，例如，随机森林支持向量机和神经网络。这些就是你经常在文献中看到的三大算法。正如我在这里所说，它们通常被认为是更强大的分类器之一。我总是小心翼翼地说，因为这在很大程度上取决于你的问题。因此，不要陷入过度依赖一种模型的陷阱。我认为，很多数据科学家和分析师都会犯这样的错误：他们有自己的最爱。他们有自己喜欢的建模方法。我也在做同样的事情。我的意思是，我试着把聚类方法强加到每一个问题上，因为我觉得它太神奇了。但另一方面我觉得这会让你倾向于寻找一些不存在的东西。所以经常看到这样的问题，人们试图强制使用一个特定的模型，因为他们认为这是最好的分类器，可以是随机森林，可以是神经网络，等等。然后他们就会想方设法证明自己是对的。因此，这就涉及到了 "P 值黑客 "这一领域，你需要解释的是，嘿，这个模型的准确率可能与其他模型相同，甚至更差一些，但它在这一特定指标上更胜一筹。因此它是最好的模型，这只是再次证明了我的观点。所以，不要掉进这个陷阱。要有开放的心态。要明白，最佳模型总是取决于你试图回答的具体问题。我还提到，SVM 基本上是对最大边际分类器概念的概括。因此，我们将再次看到这是我们的线性模型或线性分类模型之一。如果你还记得我们在讨论线性回归时，我们基本上是这么说的：好吧，线性回归的优点之一是简单。缺点之一是线性。在这里，你会看到一个非常简单、与我们的最大边际分类器非常相似的概念，因为我们正在寻找可通过某种线性边界分离的类别。好在，我们将其从这一概念中概括出来。SVM 立场实际上是一种分类器，它可以通过一个小技巧（我们称之为核技巧）很好地适应非线性类边界。稍后我们将对此稍作介绍。不过，这基本上是一个将数据投射到空间中的巧妙想法，通过这种方式，你可以使用线性分类器来分离数据。这确实很聪明，因为分类器本身仍然处于我们绘制的线性边界，但因为我们首先将数据投射到不同的空间，所以实际上我们允许线性边界对非线性数据起作用。稍后你会看到这一点。我还会提供一张图片，希望能解释这一点。真聪明对不起。对不起。好了，在我们开始讨论分类器的这些想法之前，我们得简单谈谈超平面。超平面是一个非常重要的概念，因为我们刚刚说过，我们在寻找这些线性边界，这些我们试图绘制的线性决策，我们以超平面的形式绘制它们。现在，超平面其实就是任何平面，我们可以在空间中绘制出更广泛意义上的平面。所以在二维空间里，超平面就是一条线。举个例子你可以想想，如果你有两个维度，你有某种点的分布，你画一个超平面穿过它，把它分成两部分。超平面总是能够将分离的空间完全分成两部分。因此，在二维空间中会有一条线。我们可以画一条线穿过这个空间。在三维空间中，它是一个平面。因此，我们可以在整个空间中画出一个平面。我无法告诉你那是什么样子。我们看起来像四维、五维或六维。我没那么聪明。我相信有些人可以用四维空间来想象。我试着做过一次。网上的图片真的非常非常聪明。如果你想知道四维空间是什么样子，它们就像是抽象的可视化。但是，一旦我们的四维空间超过了五维，那就无法想象了，但在数学上却是可能的。而这正是我们所关心的。所以我在这里做了一个小小的修正。如果你有旧版本的幻灯片，你会发现多了一个变量，但这样更有意义。在二维空间中，超平面就是一条线。所以你可以把它想象成一条线性回归线。基本上，你有截距和斜率。而在三维空间中，它的维度会越来越多，因为你要描述的是一个平面。因此，当我们谈论 SVM 时，要始终牢记这一概念。因此，我们可以将其推广到 P 维设置中。这样就有很多不同的维度了。请记住，在我们的案例中，维度基本上都是指你所拥有的数据。因此，你可以从几个维度来衡量一个特定的观察结果。举例来说，如果你正在进行某种调查或收集某个人的数据，你要从几个维度来衡量这个人？所以会有他们的年龄、收入和所有这些不同的维度，所有这些问题。因此，P 基本上取决于数据集的大小或列的宽度。因此，有时会有一些点不符合超平面的定义。因此，它们可能位于超平面的一侧或另一侧。所以，再用一个简单的术语来想象一下我们的空间。你可以把它想象成二维空间中的直线。然后你就会在超平面的两边看到点。记住，这是一个分类器。很明显，我们试图以这样一种方式来画线，使点位于超平面的正确一侧。例如，我们认为有两个类别，我们就会在超平面上画一条线，这样我们就能以正确的方式将点分成这两个类别。那么这看起来像什么呢？就像这样想象一下我们的二维空间。我们有一些点，我们知道它们属于哪一类。我们有蓝色的点和粉色的点。我们试图找到一条线，一个超平面，把这个空间分成两半。它们描述了我们认为的蓝色和粉色这两个类别。你可以看到，我们可以用很多不同的方法来画这条直线，但总有一条直线是划分这些点的空间的完美方法。然后你可以看到，对于每一个点，我们基本上都可以查看它们是否位于该平面的右侧。也就是说，它们是否被正确分类了。这种概念的有趣之处在于，如果你注意到这里，有些点会比其他点更靠近直线。因此，在某些情况下，这种分类会有点不确定。也许这是有道理的。因此，你可以看到，即使这条线向一个或另一个方向稍稍摆动，也会影响到这些更靠近这条线的点。我认为这是一个非常重要的概念，每当我们试图对空间进行分类和分隔时，对某些点来说，超平面方程的微小改变所产生的影响要比对其他点产生的影响大得多，而对其他点来说，分类要清晰得多。没错。所以，如果我们有这个方程，在这种情况下，这是我们的多维度，我们的 p 维度例子。这里有两个维度。那么我们基本上可以说，这些点中的每一个点的 x 值，对于一边的点来说，都会大于零，而对于另一边的点来说，都会小于零。因此，我们基本上是在计算这些点位于直线的哪一边。现在，刚才提到的关于点离直线有多远的有趣问题，实际上就是我们如何开始思考这个分类器以及如何找到最佳分离线的问题。因此，我们称之为最大边际分类器。我们的想法是，我们要以这样一种方式来画线，即让所有这些点的边际最大化，也就是让离边际最近的点的边际最大化。因此，你可以看到，我们试图以这样一种方式来绘制这条线，即中间的实线，这条线左边和右边的边际是虚线，我们希望将空间最大化。因此，我们要最大化最近点之间的距离。我们为什么要这么做呢？回想一下我们的例子。如果我们的线条不是最优的，那么它们就会离其中一些点太近。你可以看到这里。例如，我们有一条非常靠近点的线。这条线也很糟糕，因为它离这个点更近。因此，我们知道这两类之间有一定的空间。我们要以这样一种方式来画线，即最大限度地扩大我们这条线的决策边界左侧和右侧的空间。当然，我之前提到过，我们要把这变成一个优化问题，为什么不呢？我们的想法是，根据更好的参数，最大化边际 m。记住，更好的参数就是截距和斜率。因此，它们基本上就是描述直线的样子。因此，我们希望通过调整直线在空间中的位置来最大化余量。我们这样做有几个限制条件。因为这是一个优化问题。在这种情况下，我们必须想出一些限制条件。这就是两个问题。其中一个比另一个更容易理解。其中一个很容易理解，因为这个限制条件基本上就是每个观测点都应该在超平面的右侧。因此，只要 M 是正值，因为它是边际值，显然就应该是正值。我们先看一下这些点中的每一个点，以及它们与我们的直线之间的关系值，然后我们希望以这样一种方式绘制直线，即这些点位于直线的右侧。原因就在这里。你可以看到，在这个区域，我们可以画另一条线，这条线可能离所有点都更远。所以边距可能会更大。但所有这些点都会位于这条线的错误一侧。因此，如果我们在这里画一条线，就边距的大小而言可能会更好，但就点的分类而言会更差。因此，这是一个最佳位置，我们可以在这里画一条线，这样既能使边际最大化，又能确保点位于线的右侧。此外，我们还有另一个限制。不用想太多。这在数学上是说得通的。这个想法基本上与上文非常相似，即我们所有的贝塔值总和应该为一，或者说贝塔值的平方和应该为一。这是一个很长的数学理由。我就不多说了，但它对我们模型的影响基本上是，每个限制条件、每个观测值都在超平面的正确一侧。因此，它是一种加倍的约束，离超平面至少有 m 的距离。这样就说得通了。我们不希望有任何点在边际范围内。边距只能与点的距离相等。因此，边距基本上就是我们所拥有的最小距离，因为这是最接近的点。确定边距的宽度。显然，这就是我们的两个限制条件。并不总是这样，因为事实并非如此。我的意思是，你的数据不会是这样的，这你是知道的。所以在大多数情况下，我们的数据都是这样的。所以我们会有也许有一条隐约可能的线穿过这个地方，你可以想象这条线可能会在这里的某个地方，对吗？但这并不是真正的线性边界。这就是典型的情况。如果在这种情况下，我们说样本的数量小于预测因子的数量，那么情况就尤其常见。因此，n 小于 n，p 小于 p，这是唯一一种不太可能出现这种情况的情况，因为此时你的样本量太小，而预测因子的数量太大。这样一来，数据就有很大的传播空间。这样就更容易找到线性边界。通常情况下，我们将不可分离数据或噪声数据之类的数据称为可分离数据。我们仍在试图在其中画出一条分界线。因此，我们先来看看比较简单的情况，因为这可以解释我们如何处理比较复杂的情况。在某些情况下，我们的数据可以通过我们的线性边距、线性线来分离。因此我们可以看到，在左边我们可以画出完美的分离。我们就像之前那样做。但我们可以把这个例子称为有噪声的例子。或者说，我把这个例子叫做有影响点的例子。例如，你可以看到右边这里，如果我们在这里多加一个点，会发生什么。你可以看到左边没有点。然后我们多加一个蓝色的点，我们原来的线就会突然不对了。我们应该画这条新线。因此，只需增加一个点，直线的斜率就会发生很大变化。观察。现在，我们可能会有这样的疑问：奇异的观察结果真的如此重要，以至于我们要确保我们的线条完美地分隔我们的空间吗？那么，我们对奇异点上的这种奇异线条、奇异个体的重视程度有多高？也许我们可以说，好吧，我们正在改变我们辛辛苦苦建立的整个分类器。这就是我们所说的有影响力的点。基本上，这是一个对模型和模型构建方式有很大影响的点。你有时会听到我们谈论有影响点的作用，但它们并不一定是异常值。我们不会把这个点称为离群点，因为它并没有极端值。与同类的其他点相比，维度只是表现得有点奇怪。所以它对模型的影响很大。所以它是一个有影响力的点。这就给了我们一个基本思路：我们该如何扩展我们的最大边际分类器，使其允许这些有影响的点？我们是真的想把整个分类器都改成这个方向，还是对某些点影响模型或不影响模型感到满意？思考如何更好地把握时机。好的，在休息之前，我会再讲一会儿。我们谈到了最大边际分类器的概念。请记住这一点，因为支持向量机最初就是这样开发出来的。不过，现在先把它放到一边。一般来说，支持向量机就像我们讨论过的其他方法一样。就像我们之前提到的决策树一样，支持向量机也是一组方法。因此，在支持向量机的框架下，我们有不同的方法。一般来说，我们可以使用它们，就像使用决策树进行分类和回归一样。我们将专注于分类。在分类任务中，支持向量机更为流行。从技术上讲，它们也可以用于回归。但这种方式比较少见。因此，你会发现支持向量分类器是最常见的。但因为它们太受欢迎了，所以我们仍然称它们为支持向量机。所以这就有点混淆了。如果你读到 "支持向量机"，可能就是指支持向量分类器，但我们并不经常使用这个词。基本逻辑还是一样的。我们仍然在寻找最大边际分类器。因此，这仍然是一个优化问题，我们试图将其最大化。你还记得我们正在绘制的分类线周围的边际吗？所以这条线不一定是一条线。它可以是任意维度。但我们现在所做的，是允许有一些松弛。因此，我们增加了模型的这种能力，使其对这些有影响的单个点不那么敏感。所以我们说，这一个点会改变整个模型，而不是说，这一个点会改变整个模型。小音乐所以，我们不再说我们允许单个编辑点改变整个模型的设置，而是说，好吧，我们将允许一点点松弛，一点点误差。不一定非要用完美的线来划分。再多说几句术语，正确的术语应该是把它们称为线性支持向量分类器，因为它们是线性边界，使用支持向量。稍后你会听到更多关于分类的内容。所以，线性支持向量分类器。没有人真的这么称呼它们。大家都只说 SVM。他们可能会说线性 SVM，或者像线性 SVM 这样的分类器，但这才是技术上正确的说法。尽管如此，我之前确实说过，我们将使用一个技巧来对非数据进行分类，这样你就可以在线性分离的情况下使用它们。它们在这方面的作用非常完美。它们有时可能有点矫枉过正，但还是能用的。但你可以这么做，而且通常会将它们用于非线性情况。所以，让我们先看看线性版本。线性支持向量分类基本上是我们之前模型的一个变体。它是一个最大边际分类器。但我们只是在整个模型中增加了一点松弛。这和你之前说的是一样的。我们想要最大化最大边际值，可以通过改变参数来实现，这些参数决定了线在空间中的位置。我们仍然有一个略显奇怪的约束条件，你只需相信我，它能确保边际永远不会是两个。点不在边际内。我们仍在尝试最大化，我们仍在尝试在之前的相同约束条件下解决整个问题，确保各点都在右边。但这次我们在这里添加了一个小项，即 1 减ε。我们要确保所有的ε都为正或零。我们要确保所有这些项的总和小于 C。因此，这里的这个项是在增加松弛度。基本上，它允许是的，所有的点都应该在分类器的右侧。在大多数情况下，我猜是这样。所以要稍微加一点是的。它不会对我们造成太多限制。所以我们要增加这一点，这一点松弛，但我们还是要确保不会有太多的松弛。因此，我们仍在努力寻找一条既能很好地分离，又不完美的线，如果这能说得通的话。那么这看起来像什么呢？这些小的ε项就是我们所说的松弛变量。因此，它们允许个别观测值处于超平面边缘的错误一侧。你可能会遇到三种情况。要么一切完美。观测值处于边际的右侧，一切都很好。或者是项比零稍高一点。然后是观测值在边际的错误一侧。所以我们会说这是一种违反边际的情况。这可不好。所以，你可以看到这里有一些点是在边际范围内的。我之前说过，我们不希望有点在边距内，但并不是说我们不希望有点在边距内，而是对于某些点，我们会允许它在边距内。有时，你会发现一些点完全偏离了超平面。在这种情况下，我们的误差项实际上会大于 1。因此，我们的误差范围基本上是渐进的。如果一切顺利，误差为零，如果没有误差，误差大于零，就会向错误的方向移动。在这里，你可以看到八号观测点正从它的蓝色点群向边界边缘移动。它在边际范围内。所以这并不好。一号观测点也是如此，正在向边缘移动。所以这将是一个大于零的ε。在某些情况下，一切都会出错。观测值的ε大于1。然后就是完全错误的一边。例如，11 号观测点就在平面的错误一侧。应该在这边。12 号观测值也是如此。超平面的一边应该和所有其他蓝色点在另一边。所以我们要计算每个观测点的误差有多大。从理论上讲，这与我们处理回归问题的原理是一样的。例如，当我们计算点的误差时。你还记得我们在讨论线性回归时，每个观测点离回归线有多远？我们总结了所有的误差，完美地预测了点的位置。然后我们想让误差保持最小。没错。这是一个非常简单的类似过程。我们计算误差。有不同类型的误差，误差的严重程度也不同。然后我们限制总和。因此，所有误差的总和都应受到约束或限制。会有一个最大值。在我们继续之前，我们先休息一下，这样你们也有机会提几个问题。我们将在十分钟后继续。好的，请说 All right.继续吧好的，我们刚刚聊完，或者还没聊完。我们聊到一半的时候，通过我们的松弛变量。有人问我是的，没错。我们的每个观测值都有一个松弛变量。因此，你可以把它们看作是回归中的误差项。但你也可以为每个观测值计算一个误差项，计算它离直线有多远。在这种情况下，你计算的基本上不仅是观测值离直线的距离，还包括观测值是在直线的右侧还是在直线的左侧。因此，你要计算它是被正确分类、被错误分类，还是被正确分类，但违反了你的边距。这就是你可能遇到的三种情况。这是对我们每个观察结果的计算结果。然后我们再计算所有这些的总和。记住，它们总是正数。所以它们的总和也是正数。C 是我们的正则化参数。这是你选择的一个数字。这是你选择的调整参数，用来决定在整个模型中允许多少松弛。你允许多少错误分类？你允许多少违反边际值的行为？所有这些的总和就是你的参数。C 你会在计算机实验室里看到，你会在计算机实验室里看到。你会在计算机实验室里看到，在 scikit learn 中，这也是 SVM 模型功能的输入参数之一，它有一个默认值。我想这是一个我不完全确定的值，但你可以看到，如果你减少或增加它，会发生什么。它必须是正值。它可以小于 1。记住，如果我们的epsilons只是违反了边际值，但仍能正确分类，那么它就会小于1。因此，所有ε的总和 C 可以小于 1，但总是至少为零，这样才是完美的。从可视化的角度看，这基本上是允许的。它决定了边距的宽窄。那么，我们该如何绘制边距，从而使违反边距的情况最少呢？你可以看到，这里左上角的边距非常宽。因此，我们允许大量违反边距的行为。而右下角的边距非常窄，我们不允许大量违反边距。因此，我们不希望有很多点落在其中。所以我们把它们画得更小。从这个意义上说，模型的限制更多一些。它能同时确定违反边际和超平面的数量和严重程度。它基本上就像一个预算。所以你允许多少违规行为以及违规行为的总数。如果 C 为零，就没有预算。一切都必须是完美的。每个点都必须恰好在边界的右侧，并且不在你的边际范围内。然后你就可以增加预算。你增加的越多，就越允许出现这些错误。实际上，这意味着 C 基本上就是我们的调整参数。因此，你可以通过交叉验证来选择参数，因为这取决于数据的可分离性。因此，如果数据的可分离性非常好，那么很明显，你会找到一条违规较少的好线。如果数据的可分离性不是很好，那么就会出现违规现象。而你只是想限制违规的数量。你也可以将 C 视为偏差方差权衡的控制因子。所以，你还记得我们在讨论这个问题吧。我们希望模型的拟合范围有多窄？对训练数据的限制应该有多大 对训练数据的限制可能是好事，因为它可以提高准确性，但在某些时候也会达到一个极限。模型的范围太窄，只局限于从训练数据中学习，以至于在测试数据上表现不佳。因此，如果出现这种情况，我们就会说这个模型过拟合了，因为它在训练数据上的表现太好，而在测试数据上却完全不行。实际上，有一种方法可以很好地看到这一点，如果你看一下准确率分数，如果你有一个分数，如果你的训练准确率非常好，而测试准确率不是很好，这就表明你的模型是过拟合的，因为它在训练数据上的表现比测试数据好得多。通常情况下，你的模型在训练数据上的表现会更好一些，但你不希望它在训练数据上表现完美，而在测试数据上却一点也不好。这是模型过拟合的明显迹象。在这种情况下，如果你要拟合 SVM，就需要放宽一些限制。那么，C 的值意味着什么呢？C 值越小，边际越窄。因此，你需要寻找罕见的违规情况。记住，这是你的预算。因此，误差预算越小，意味着你的模型偏差越小，但方差越大。如果 C 越大，边际就越宽。你就允许出现更多的误差。这意味着你可能会有更多偏差，但模型的方差会更小。因此，从其他方面来说，换句话说，你对训练数据的拟合可能并不完美，但你能够更好地概括训练数据。因此，较大的 C 可以让你更好地概括测试数据。我认为这是一个非常重要的概念，因为当你听到 "这是你的误差预算 "时，你可能会想，我不想犯任何错误。当然，C 应该始终为零，或者至少应该非常小。但这样一来，你就掉进了过度拟合模型的陷阱。过小的 C 值会使 SVM 过拟合，因此必须留出一点余量。请记住，每个观测值都会增加误差，所以如果观测值很多，自然会增加误差。举例来说，因为你的观测点越来越多，可能会有一点违规。因此，在这种情况下，预留一点误差是非常重要的。现在，我们之前说的都是线性边界。因此，我们有了一些空间，二维的线和三维的板或超平面，但有时并不奏效。因此，有时你的数据看起来就像这样，这对使用线性模型的人来说简直就是噩梦。你可以看到，我试图通过线性边界来绘制数据，很明显，就是这样。就是不行。太糟糕了中间是粉红色的点。这里有蓝色的点，那里有蓝色的点。线性边界根本无法将其分为两类。所以，你认为价值是什么并不重要，你的边界或边际如何也不重要。这是不可能的。那我们现在该怎么办？有几种方法。人们首先尝试的是扩大特征空间。因此，我们使用预测因子的函数，而不是使用预测因子本身。你还记得吗，这有点类似于这样的想法：嘿，让我们对所有数据进行对数变换吧。或者在这种情况下，让我们使用所有预测因子的二次项，而不是直接使用预测因子本身。有时这样做也行得通。例如，在这种情况下，我们会对所有的 x 值使用二次函数，然后使用线性函数拟合 SVM。这样做效果会很好。问题就在于此。它变得非常复杂。计算变得非常困难。因此计算效率非常低。举例来说，我们仍然有同样的最大化问题。最大化我们的 m 值。我们仍在努力使它的值在右边，允许有松弛。我们仍在努力限制总的松弛量，并尽可能确保它们在右侧，而不是在余量范围内。因此，有很多不同的方法可以扩大特征空间。因此，你可以使用二次函数和所有这些方法。问题是，如果你尝试这样做，最终往往会得到大量的特征。如果你把每个特征都看成是一个变量，再考虑到有成千上万个变量，突然间你就会发现数据变得难以管理。数据量太大了。所以这是有可能的，但效率真的很低。于是，人们想到了我们称之为内核技巧的东西。内核技巧确实相当聪明，因为它允许我们在非线性分离情况下使用线性边界。因此，如果我们谈论支持向量机，我们通常会谈论使用核的支持向量机。因此，对于非线性问题，从技术上讲，我在这里添加了一个小注，说明了所有先前的模型。我们之前谈到的模型也是支持向量机。我们有时称之为线性支持向量机。你会在 scikit learn 中看到，你也可以拟合普通的支持向量分类器，只需添加线性作为内核即可。然后你就能拟合出我们之前在模型中提到的东西了。但当你阅读文献时，在大多数情况下，他们指的是应用了核技巧的 SVM，特别是在 SVM 中，高斯核是非常流行的。这种核方法背后的理念是，我们希望以这样一种方式来扩大特征空间，即我们可以通过它画出一个线性边界，同时还能分离出一个空间，这是一件计算效率很高的事情。因此，这涉及到一些数学问题。具体来说，我们要研究两个向量的内积。现在我把所有的数学知识都写在这里了。就是这个意思。如果你不记得线性代数中的内积是什么，我不怪你。但内积的概念就是这样。我们正在寻找描述两个向量之间相似性的方法。例如，两个矢量之间的点积可以通过它们的长度来描述，我把矢量看成是箭头和它们之间的角度。那么，这两个向量的长度是多少，它们之间的夹角是多少？这就是它们的点积。所以这是一个奇数，我们可以用它来描述这两个向量之间的关系。然后，这些内积就可以被概括了。这就是内积背后的整个概念。在这里，我们研究的是两个向量之间的相似性或关系。这一点不用太担心。举例来说，如果你想到两个向量 a 和 d，我们可以这样描述内积。所有这些观测值的总和，直到 J。然后取这两个向量的乘积。把它们看成是一种关系数。对于向量来说这样就够了。重要的是，如果我们对线性支持向量分类器做了这样的处理，那么每个训练观测值都有一个这样的观测值。因此，每个训练观测值都有一个这样的项。所以从某种意义上说，这真的有点非常抽象。我们必须计算每个新点和每个训练点之间的内积，这非常昂贵。好在，现在终于到了我要告诉你支持向量机为什么叫支持向量机的部分了。我们不需要对每个观测点都进行训练。所以，如果你有一个非常大的空间，并思考我们在哪里可以找到。我们在哪里能找到这些线条？我们没有考虑如何将这些线与我们正在寻找的所有点进行拟合？让我找张好的图来我们基本上是在寻找所谓的支持向量。这些锚点决定了我们的直线应该在哪里。例如，在这种情况下，可能是这一点、这一点和这一点。我们称它们为支持向量。因为请记住，每一个点都是通过一个向量来描述的。你的每一个观察结果都可以通过一个向量来描述，这个向量的维度就是你对这个点的变量数量。这就是为什么我们称它们为支持向量。它们在空间中支持着我们的超平面或直线或其他任何东西。所以要决定这条线的确切位置。我们在哪里？没错好在这个值 alpha 在这里。天哪，只有支持向量的阿尔法值才不为零。所以任何不是支持向量的训练观测值都不为零。想想那些远离直线的训练观测值。我们并不关心它们。那么阿尔法值就是零。因此，换句话说，我们只需查看这些支持点、支持向量。然后我们就能比较容易地计算出我们的直线、我们的分割线在空间中的具体位置。现在是内核思想。这个想法就是我们把这个内积放在这里。我们刚刚决定，α 永远只是我们支持向量的一个值。现在我们来看看 x 和 x I 之间的内积。我们使用核方法来替代这个内积。我发现核函数和核方法非常混乱和复杂，我真的不知道。好吧，这到底是什么意思？所以我一直在思考它们。这有点这有点傻。当我第一次听到 "上校 "这个词时，如果英语不是你的母语，我想到的是爆米花核，就像你用的那种小爆米花核。然后我想，好吧，如果我，比如说，有。一个二维空间，对吧。所以我是那种二维空间。如果我有一个爆米花核，把它放在中间，把它向上推到三维空间，会怎么样？这就是我对爆米花核的看法它们就像一个个小东西，把我们的维度推高了一个维度。因此，两个维度被推高到三个维度。一个维度会被推高到两个维度。这就是我对内核的理解。我觉得这比所有这些都容易记住。那么问题来了，你的小果核是什么形状的呢？所以我得到了一个小爆米花核，而评论可以有不同的形状。我之前提到的最常见的形状是高斯核。所以，我想到了高斯形状。这就是一个小内核。你把它推向你的空间。你可以有多项式内核。你可以有径向内核，不同的应用案例有不同的内核形状。这都是一样的。选择哪种内核取决于你的数据。你的数据将决定你所需要的形状，从而使数据摆脱简单的维度。让我们将其可视化，因为这有助于思考这个案例。这看起来和我们之前做的很相似，对吧？中间是一个空间。我们有这些红色的点，然后周围有很多紫色的点。你会觉得我们不可能在这里画出一条线性边界，但实际上，如果我们把二维空间推到三维空间，我们就能画出一条线性边界。因此，如果我们在这里使用一个核，例如，这应该是一个高斯核。你可以看到，它突然变成了三维空间中的这个形状。现在，底部的所有红色点或紫色点都在空中。你可以画出这样一个绿色的空间，这个绿色的平面穿过它，完美地将两者分开。这就是内核技巧的原理。我还发现了这个非常漂亮的可视化效果。类似的例子还有，我们在中间有一些点，周围有一些点，然后我们把内核推过去。突然间，我们可以找到很多东西。我们可以找到一个超平面来分割这些空间。这就是我记忆中的核技巧。我认为这更直观地反映了所有其他的数学公式，这些都非常重要。所以，我们找到了这个超平面，它可以在这个额外的空间中进行分割。然后，如果你从二维的角度来看，我们真正找到的是这个完美的分割圆。这就是内核技巧背后的理念。这是一种基本上可以让我们分割空间的方法，而这些空间是不应该被线性边界分割的。把它们推向额外的维度。所以我们之前提到过，我有不同形状的内核。例如，在这种情况下，很容易看出这应该是一个高斯核。因此，这是一个完美的空间。我们可以把它推高或推低，然后找到一个完美的分离空间。但是还会有其他空间。你们明天在计算机实验室里也会看到一些这样的例子。所以我们觉得没问题。好的我还以为发生了什么事明天你们要测试多种不同的内核问题是，我们很难提前知道什么是完美的形状。所以在某些情况下，这相对容易。你可以绘制它，然后看看什么是现实的内核形状。大多数情况下，我们会再次进行交叉验证。因此，明天我们将在计算机实验室使用 Gridsearchcv 测试不同的内核形状。我们将测试不同的 C 值。最后，你基本上要寻找完美的组合、允许的完美松弛量以及你想要寻找的完美内核形状。因此，使用内核的优势在于，它可以让我们分离非线性，而无需真正在大型特征空间中工作。在大型特征空间中工作，计算成本非常高。因此，我们要做的基本上就是查看我们的支持向量、支持点，然后决定我们要在这里拟合，基本上就是核函数。这样我们就可以进行除法运算。这就是我们之前的结果。你现在可以看到，这将与一个阶数为 3 的多项式核完全吻合。或者右边这个例子。这是一个高斯核的漂亮例子。所以你可以绘制这些空间图，然后尝试不同数量的核。是啊这是个很好的例子，说明了核的不同数值。明天你在计算机实验室也会看到，很明显，我们刚才说这是一个三度的多项式核。我之所以知道，是因为我测试了多项式核的不同值。所以，不幸的是，你需要做大量的参数拟合工作。因此，有些模型的参数要少得多。在 SVM 中，你确实需要选择 C、正则化参数、核的形状、度数和参数，以及所有与核相关的参数。因此，这三个参数就是 SVM 必须做出的三个决定。这还是比较容易拟合的。好了，关于支持向量机我们已经聊了很多。我相信你还有一些问题，但我们还是先谈谈你的邻居吧。再来一次想想支持向量机。你可以将支持向量机与其他方法进行比较。你们可以想一想，我们到底讨论了什么，可能有哪些优点和缺点。你们有机会思考我一上午的精彩独白。然后我们会再次收集你们的分数。你们花十分钟左右，然后我们11点30分再谈。好的，你们喜欢我的鼓掌吗？我总觉得我会喜欢老师这样。啊，你可以这样是不是这只狐狸？这只安静点狐狸这是你们老师在学校教的吗不是 好吧 很好好的谁想开始？我们有优点、缺点 或者你们想发表的意见 或者你们想问的问题我们应该从中间开始改变吗？这不合适真的适用于。正式。解密，所以必须适用。是的。所以多类分类有点棘手。你说得很对。所以这是可能的。是有难度。它的基本原理是使用多个二元模型，然后将它们组合在一起，解决多类问题。所以我们所做的每一步基本上都是在做二元分类。你必须将多个不同的模型结合起来，才能解决多类问题。因此，SVM 可以用于多类问题，但并不像其他情况那么简单。完全正确。中间还有其他东西没错。我觉得你说的建立模型时对异常值非常敏感。比如如果你考虑到异常值，就会生成另一个新模型。如果你拒绝接受异常值，包括是的所以它对异常值和噪声特别敏感。多亏了我们的松弛变量，我们才能让它更好地工作。但是，如果你真的在数据集的完全另一侧出现了异常值，那么 SVM 的拟合就会有点棘手。完全正确。所以，我们把这称为对异常值和噪声敏感。是这样吗？是的，这取决于。这取决于你使用的成本函数。基本上取决于你使用的 c 参数。但在使用 SVM 之前，你必须仔细清理。有什么优势吗？有什么优势吗？有你觉得呢？对这里还有如果这个参数能让我们一概而论的话嗯哼 - 对 - Uh huh.是的所以基本上是为了控制过度拟合。对所以你真的有一个参数可以选择，你可以仔细选择，以避免模型过度拟合。所以我们在讨论如何拟合边际值，要拟合得多接近，要多严格。还有。举例来说，与双网络相比，我们有很多参数需要拟合。因此，从这个意义上讲，调整过程可能会更加复杂。或者说，你有像聚类这样的东西，这很难与之相比。但要控制模型的表现则更加困难。因此，在这里我们有了这种控制或调整参数C，例如，你可以用它来控制过拟合。是的，非常好。非常好但也有一个缺点，那就是。是的你必须选择 C。你必须调整参数你不仅要调整参数。这就是你的C语言和内核参数。但你还必须选择你的内核。这很棘手。因此，我们在二维中看到了这些相对简单的例子，我只是告诉你，嘿，你有这两个维度。绘制它们。嘿，这看起来像一个高斯核。那么如果你有 50 个维度，你该怎么办呢？你不可能真的绘制出 50 个维度的图，然后再决定你的高斯核如何与之匹配。在这种情况下，你必须仔细选择内核，通常是基于交叉验证，并对参数 c 以及内核根据其形状自带的任何参数进行同样的处理。这就是参数调整。这并不容易。我的论文有五个优点。对此，我还会更多。是的是因为为什么它允许我们做 指定非线性？是的所以非线性分类。谢谢。双核技巧。真方便。我们刚才谈到了线性分类和线性回归，其中一个主要缺点就是模型的线性。所以我们在这里使用了核技巧来避免线性。所以，是的，这是一个很大的非线性问题。我的论文里还有什么？嗯还有这也是很多人使用 SVM 的原因之一。它能很好地处理高维数据。因此，与其他方法相比，SVM 在高维数据中的表现非常出色。我们谈到了 k 和 N，你还记得 Kanan 不喜欢 SVM 的高维。这对大数据很有帮助，对吗？是的，它的计算成本有点高。所以它在处理大型数据集时表现不佳。计算昂贵，但也不是超级昂贵。并不可怕。你可以在相当大的数据上使用它，但它真正的优势在于中等大小的数据，比如中等大小的数据，很多维度的数据。SVM 在这方面非常出色。我说的中等规模，是指几千到一万个数据点，这取决于你的电脑性能如何。是的，同理。有了大型数据集，就更难了。没错这也是他们挣扎的原因之一它们不仅计算成本高，而且如果你有大量数据点，找到分离空间也会变得更加困难。因此，数据集可以非常大，但也可以分离得很好，这要看具体情况。但在很多情况下，收集的数据越多，数据的随机性就越大，数据自然也就越嘈杂。因此，你必须更加小心。这又回到了参数调整的问题上，根据数据集的大小来选择 C。所以要允许更多的噪音，允许更多的违规行为。是的嗯，我一开始就提到了 SVM。非常笼统嗯？所以它们表现得很好。我的意思是，这是我们可以说的，因为我们通常是一个相当不错的分类器。我们说过决策树，单个的决策树，它们本身的 SVM 性能并不是很好。你不需要任何形式的套袋方法或类似方法。它们本身的表现相当不错，所以它们是相当不错的分类器，也是一种模型，如果这样说有意义的话。我们有吗？我们有这个。我们有这个我还有两个缺点是的 抱歉 Yes.Sorry.可解释性？是的可解释性非常困难。它的能力。所以与决策树相比，比如与 K 和 N 相比，它们都非常容易解释。你注意到了吗，当我向你解释它们时，真的很容易，对吗？作为虚拟机，你可以很快理解它们。我的意思是，我希望你能理解它们是如何工作的，但如果你想象一下要写一份商业报告，试图解释 SVM 是如何工作的，然后你开始解释：好吧，我们有这些支持向量，它们就像这些重要的点。然后我们使用一个核技巧。我们把它推到一个更高的特征空间。然后我们使用一个分割超平面。这真的有点棘手吧。所以它们更难解释。它们也很黑箱。不是一个很大的盒子，但我的意思是，是的。所以你可以在一定程度上解释它们。所以它们不像神经网络那样完全是黑盒子。但是，SVMs 要想知道它们究竟是如何做出决策的，尤其是在维度较多的情况下，难度可想而知。因此，如果是高维情况，有大量数据点，那么即使你掌握了技术知识，也很难对其进行解释和研究。因此，我区分可解释性和黑盒模型的方法是，对我来说，可解释性是指能够传达模型是如何工作的。而黑箱模型是指，即使你掌握了技术知识，即使你是模型的建立者，你又能多好地研究模型，并解释它为什么会做出这样的决定呢？因此，我还想补充一点，那就是规模敏感性。这一点非常重要。每当你有一个模型，我们正在寻找一种多维距离，这就是我们所做的一切。回想一下你的最大边际分类器。我们看的是线，我们看的是点到线的距离。因此，只有在刻度相同的情况下，这才能起作用。因此，你必须做大量细致的清理工作。你必须清除异常值。你必须移除或识别这些有影响的点。你还必须处理数据中可能存在的不同尺度。因此，这对 SVM 非常重要。而我们讨论过的决策树并不关心尺度问题。所以这两者之间会有很大的区别。就是这两点。最后，我还想补充一个优势，那就是可以用于回归和分类。这也是一个非常重要的例子。还记得我们刚才说的逻辑回归吗？逻辑回归是一种二元分类器。完全正确。这就是模型的作用。我们只谈线性回归。我们只有一个数字输出。SVM 可以调整为同时用于分类和回归问题。我们在这里只介绍了分类，但也可以用于回归。因此，SVM 与决策树的工作方式类似，基本上都是预测每个新测试点的数值，而不是类别成员。从这个意义上说，它们的工作方式与决策树类似。但它们可以同时用于这两种情况，这就使得它们具有相当大的通用性。用途广泛。总的来说，svm 非常适合高维数据，也适合中等规模的数据集。功能相当强大，但很难解释，也很难调整。这就是高度概括。是的。对是的。是的。是的原因是想想你认为你决定的空间。决定。所以，如果你想在这个空间中画一个超平面，如果你有混合数据，理论上可能行得通，但可能会完全搞砸你的优化问题。所以我还没见过在分类数据、二进制数据或类似数据上运行良好的 SVM。所以数字数据是最合适的。嗯。所以，如果我们使用的是分类数据，就像我们希望对其进行热编码，使其成为数值数据，这会增加更多维度。所以你所以你可以总是有点小心翼翼的。你到底想说什么？通过一个热编码 你基本上创造了很多二进制变量而二进制变量对于这类模型来说真的很难处理。因为如果你回想一下我们的例子，画出这些点，然后在它们之间画一条线，如果你有二进制数据。这些点其实并不分散。没有真正的空间让你画线。因此，理论上有很多模型适用于二进制数据，所以我相信你能做到。这个变量对整个模型的影响有多大？另一个问题好吧你满意吗？满意差不多吧满意吗？很好 Very good.如果你还有其他问题，我还会再呆几分钟。否则明天见另外，请记住下周是我们的最后一堂课。所以接下来我们将介绍神经网络。这将是最后一讲。因此，如果你有任何问题 任何最后的课程问题 请在下周带来。然后我们再讨论好的 谢谢 Okay.谢谢